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Learning user attributes from mobile social media is a fundamental basis for many applications, such as per-
sonalized and targeting services. A large and growing body of literature has investigated the user attributes
learning problem. However, far too little attention has been paid to jointly consider the dual heterogeneities
of user attributes learning by harvesting multiple social media sources. In particular, user attributes are
complementarily and comprehensively characterized by multiple social media sources, including footprints
from Foursqare, daily updates from Twitter, professional careers from Linkedin, and photo posts from In-
stagram. On the other hand, attributes are inter-correlated in a complex way rather than independent to
each other, and highly related attributes may share similar feature sets. Towards this end, we proposed a
unified model to jointly regularize the source consistency and graph-constrained relatedness among tasks.
As a byproduct, it is able to learn the attribute-specific and attribute-sharing features via graph-guided
fused lasso penalty. Besides, we have theoretically demonstrated its optimization. Extensive evaluations on
a real-world dataset thoroughly demonstrated the effectiveness of our proposed model.
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1. INTRODUCTION

Social media and mobile phones promote mutually. In particular, the development of
social networking technologies has changed the role of mobile phones, which, apart
from pure communication devices, are also powerful devices for generating and con-
suming multimedia data [Ji et al. 2014]. The growing ubiquity of mobile phones has
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in turn led to a bright new stage of social multimedia services. In light of this, users
can conveniently capture images and videos on the mobile end, associate them with
social and contextual metadata such as tips and GPS tags, and disseminate them in
social platforms. Hence, social media and mobile users constitute an ideal platform
for analyzing users’ habits and behaviors, which also provide us the most influential
sources in shaping user attributes, such as age, gender, occupation, and social status.

User attributes are crucial prerequisites for many interesting applications. We list a
few examples. (1) Studying social roles and statuses is very helpful to gain insights into
the whole society as well as manage social resources at the individual level; (2) age and
gender inference substantially contribute to analyzing users’ profiles and conducting
demographic statistics; and (3) interest and occupation prediction benefit customized
marketing and personalized recommendation, as well as social circle detection and
activity recognition. Noticeably, a significant body of Internet users might be reluctant
to expose their attributes to the public. As an alternative way, predicting user attributes
from mobile social media is of great interest to both industry and academia.

Despite its value and significance, learning user attributes from mobile social media
remains in its infancy due to the following challenges: (1) People may be involved in
multiple mobile social media platforms for various purposes simultaneously.! For ex-
ample, people share their footprints with their friends using Foursquare?; meanwhile,
they may also share the latest news using Twitter? and photos using Instagram.*
Different aspects of users are disclosed on different social networks due to their differ-
ent emphases. However, these heterogeneous multimedia sources are complementary
to each other and essentially characterize the same user from different perspectives.
Effectively unifying and uncovering the information embedded in the heterogeneous so-
cial media sources remains a largely unaddressed research problem. (2) User attributes
are typically correlated in a non-uniform way. Take a user’s occupation prediction as
an example. Given a set of occupations, C = {nurse;dentist; scientist; professor, cook},
the relatedness between nurse and dentist may be stronger than that between nurse
and cook, since nurse and dentist work in similar environments, and they hence may
discuss similar topics in their social forums and post images with similar context.
(3) Features describing users may suffer from the curse of dimensionality, but in fact
not all features are discriminant. In addition, a subset of highly related attributes may
share a common set of features, whereas weakly related attributes are less likely to
be affected by the same features. In summary, learning attribute-sharing features and
attribute-specific features effectively is significant to user attributes learning. These
together pose crucial challenges for us.

To address the aforementioned challenges, we propose a unified model, the so-called
graph-constrained multi-source multi-task learning model (gMM), to infer user at-
tributes. As a research entry point, we specifically consider occupation prediction in
this work. We assume that each user is involved in multiple social media platforms.’
Our model treats each occupation as a task. It simultaneously co-regulates source
consistency and task relatedness. In particular, for each given user, we first crawl
his/her historical multimedia posts from multiple mobile platforms, including tweets
from Twitter, check-in records from Foursquare, images from Instagram, as well as
occupations from Linkedin (ground truth). The occupations revealed by different social

1Tt is reported that 52% of online adults in 2014 use multiple social media sites: http://www.pewinternet.org/
2015/01/09/social-media-update-2014/.

2https://foursquare.com/.

Shttps:/twitter.com/.

4https://instagram.com/.

5Even though some users do not have multiple social platforms, we can utilize matrix factorization techniques
to complete the missing sources.
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networks for the same users should be similar, and the inconsistency among the pre-
diction results from individual sources should be penalized. On the other hand, the
relatedness among occupations is encoded with the graph-guided fused lasso, where
each task is represented by a node in a graph and the similarities between the tasks are
captured via an adjacency matrix. The graph structure is constructed based on exter-
nal and internal knowledge. As compared to the most previous methods regrading all
task pairs as equally related and cannot encode the hidden complicated relationships
among tasks, our method uses the graph-guided fused lasso penalty to encourage mod-
els for task pairs to be similar whenever they are connected in the graph network. In
addition, the proposed gMM model is capable of identifying discriminant task-specific
and task-sharing features. As an added benefit, it is advantageous to learn tasks by
leveraging cues from the other related tasks, especially when the data are scare. It
can thus alleviates the problem of insufficient training samples. Also, our model can
be generalizable to other attributes, such as interests, age groups, and social roles.
The contributions of this work can be summarized as follows:

—We proposed a multi-source learning model with the graph-guided fused lasso penalty
to infer user occupations, which jointly regularizes source consistency and task
relatedness.

—We relaxed the non-smooth objective function to a smooth one, theoretically demon-
strated its solution and practically analyzed its computational complexity;

—We constructed a representative dataset by crawling multiple mobile social media
platforms, extracted descriptive features from multiple sources, and validated our
proposed model on that.

The remainder of the article is structured as follows. Section 2 reviews the related
work. In Section 3, we introduce the procedure of data construction. Sections 4 and 5
detail our proposed model and its optimization, respectively. Experimental settings and
results are reported in Section 6, followed by conclusion and future works in Section 7.

2. RELATED WORK
2.1. User Attributes Learning from Social Media

Mobile social media platforms provide venues for diverse people to record and share
their behaviors. Their online behaviors are representative of many aspects of their
attributes. Hence predicting user attributes from social media is feasible and draws
more and more attention. Recent works focus on the inference of age [Rosenthal and
McKeown 2011], gender [Dong et al. 2014], race [Nguyen and Lim 2014], occupation [9],
personality [Gou et al. 2014], and political alignment [Conover et al. 2011]. For exam-
ple, the authors in Burger et al. [2011] constructed a large, multilingual dataset labeled
with gender and studied several statistical models for determining the gender of un-
characterized twitter users. The work in Pennacchiotti and Popescu [2011] attempts to
automatically infer the political orientation and ethnicity of given users by leveraging
observable information such as user behaviors, network structures, and the linguistic
contents of the users’ Twitter feeds. The work introduced in Rao et al. [2010] dis-
covers four latent user attributes, including gender, age, regional origin, and political
orientation, by use of a stacked Support Vector Machine— (SVM) based classification
algorithm over a rich set of original features extracted solely from informal content of
Twitter. Furthermore, the authors in Zamal et al. [2012] extended the existing work
on attribute inference by leveraging the principle of homophily. They evaluated the
inference accuracy gained by augmenting the user features with features derived from
the Twitter profiles and posts of friends. They considered three attributes that have
varying degrees of assortativity: gender, age, and political affiliation. Recently, the au-
thors in He and Lawrence [2011] noticed that existing approaches for user attributes
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learning on social media are generally in supervised settings and they formulated a
weakly supervised paradigm to extract user profiles from Twitter.

Even though considerable success has been achieved previously, most of them learn
user attributes from single source and few explore the relatedness among the at-
tributes. In fact, we are living in an era of multiple social networks. Users are using
more and more social networks simultaneously. It is hence desirable to integrate mul-
tiple social media platforms to comprehensively characterize the same users. On the
other hand, the relatedness among attributes can be learned from external knowledge
or can be manually defined based on prior knowledge. As an improved work, our model
incorporates these two factors.

2.2. Multi-View Multi-Task Learning

The problem of user attributes learning from multiple social media platforms exhibits
dual heterogeneities: Every task in the problem has features from multiple sources,
and multiple tasks are related to each other in a complex way. Hence, multi-view multi-
task learning would be a natural and an optimal model for user attributes learning. In
retrospect, there are only a few studies in the literature on multi-task problem with
multi-source data, and a few of them have been applied to user attributes learning.
He and Lawrence [2011] proposed an iterative framework for multi-view multi-task
learning (IteM?) with its applications to text classification. IteM? projects task pairs to
a new Reproducing Kernel Hilbert Space based on the common views shared by them.
However, it is specifically designed to handle non-negative feature values. Even worse,
as a transductive model, it fails to generate predictive models on independent and
unknown samples. To address the intrinsic limitations of transductive models, an in-
ductive multi-view multi-task learning model regMVMT was introduced in Zhang and
Huan [2012]. regMVMT uses co-regularization to obtain functions consistent with each
other on the unlabeled samples from different views. Across different tasks, additional
regularization functions are utilized to ensure that the learned functions are similar.
However, simply assuming all tasks are similar without prior knowledge might be in-
appropriate. As a generalized model of regMVMT, an inductive convex shared structure
learning algorithm for the multi-view multi-task problem (CSL-MTMYV) was developed
in Jin et al. [2013]. Beyond regMVMT, CSL-MTMYV considers the shared predictive
structure among multiple tasks.

Our proposed model differs from the above methods from three perspectives: (1) The
existing methods maximize the agreement between views using unlabeled data, while
gMM does not assume that there are abundant unlabeled data. (2) IteM?, regMVMT,
and CSL-MTMYV are all binary classification models, which require nontrivial exten-
sions in order to handle multi-class problems, especially when the number of classes
is large. Our model can jointly learn multiple classes. (3) Our model is able to learn
the task-sharing features and task-specific features using lasso and graph-regularized
fused lasso techniques.

3. DATA CONSTRUCTION
3.1. Data Crawling Strategy

In this section, we discuss multiple sources construction by crawling data of the same
users from their multiple mobile social media platforms. The challenge is how to align
the same users across different social media platforms. Towards this end, we leveraged
the emerging social services About.me.® The site offers registered users a convenient
platform to link multiple online identities, relevant external sites, and popular social

6https://about.me/.
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Fig. 1. Illustration of social account alignment via About.me. The icons in the red dotted rectangle are links
to other social accounts of the same person. To avoid the leakage of private information, we deliberately
partially cover the name and contact information.

networking websites such as Foursquare, Instagram, LinkedIn, Twitter, and Flickr.” It
is characterized by its one-page user profiles, each with a large and artistic background
image and abbreviated biography. Figure 1 elaborates the accounts alignment strategy
via About.me.

We utilized the following strategy to construct our multi-source data:

(1) We searched About.me with some manually selected occupation concepts. These
occupations were selected from this alphabetical list.?

(2) We abandoned those users who fail to list the following three social accounts in their
About.me profile: Twitter, Linkedin, and Foursquare. For each of the rest users, we
have his/her three URLs corresponding to the three social accounts. According to
this criteria, we collected a set of 3,180 users.

(3) For each of these 3,180 users, we collected all their historical posts from Linkedin,
Twitter, and Foursquare, respectively.

(4) We also collected images from Instagram for these 3,180 users using the fol-
lowing procedure: If users provide their Instagram URL on About.me, then we
can directly crawl their images?®; otherwise, based on the Foursquare check-ins,
we collected photos related to the visiting venues from Instagram. The venue is
matched according to the identity between Foursquare and Instagram.!® Users
some times share their Instagram photos in their Twitter account with the snippet
“instagram.com,” and we thus collected them to enrich our image collection.

Table I shows the first-order statistics of our collected data from multiple sources. It
is observable that each user on average posted more than 2,300 tweets. This indicates

Thttps://www.flickr.com/.

8http://www.occupationsguide.cz/en/abecedni/abecedni.htm.

9We observed 40.9% of these 3,180 users also explicitly post their Instagram access in their About.me profile.
10http://instagram.com/developer/endpoints/locations/.
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Table |. Statistics of Our Collected Data from Multiple Sources, Including Tweets from Twitter, Check-ins,
and Tips from Foursquare, Profiles from Linkedin, and Photos from Instagram

Data Tweets from Check-ins from Tips from Profiles from | Images from
Sources Users Twitter Foursquare Foursquare Linkedin Instagram
Statistics [ 3,180 [ 7,365,373 28,504 22,079 3180 [ 106,684

Table II. This Table Lists 20 Representative Occupations in our Dataset. In Fact, We Studied
80 Occupations. to Save Space, We Do Not List Them All

‘ ID ‘ Occupations H ID ‘ Occupations ‘ D ‘ Occupations H ID ‘ Occupations
1 Sales/Markets 6 Researcher 11 Writer 16 Photograher
2 | Software Engineer 7 CEO 12 Waiter 17 | Product Manager
3 Founder/Cofunder 8 | Project Manager | 13 Artist 18 Teacher
4 Consultant 9 Student 14 Blogger 19 Editor
5 Web Designer 10 Agent 15 CTO 20 Investor

that the users with multiple social media accounts at the same time are usually very
active. These four sources characterize users from different views. In particular,
Linkedin, a professional networking platform, serves as the source of ground truth,
where users typically post their professional and career information; Twitter is an on-
line social networking service that enables users to send and read short 140-character
messages called “tweets.” Some of these tweets may signal occupation-related informa-
tion. For instance, property agents may talk about rentals, stamp duty, and commission
rates; Foursquare records users’ travel histories, which can implicitly leak out the
behaviors or patterns of one’s profession. Take professors and bankers as examples.
Check-ins of professors primarily distribute in universities and conference venues;
while the check-ins for bankers usually occur in financial institutions and central
business districts. Images in Instagram can visually and intuitively characterize the
users’ working places.

3.2. Ground-Truth Construction

We leveraged the structural information of users’ Linkedin profiles to establish the
ground truth, which greatly saves us from the labour-intensive labeling process.
Linkedin users usually formally list all their occupation experiences in the “Expe-
rience” block, as illustrated in Figure 2. According to our statistics, on average, each
user in our dataset has 5.65 occupations. For each user, we extracted his/her occupation
list to serve as the ground truth. In this way, we obtained 12, 409 unique occupation
titles. To avoid the typos and unusual occupation titles, such as “meeting booster,”
we filtered out occupation titles that occur fewer than 5 times, and we have 385 left.
It is noteworthy that the vocabulary gap is very large for the occupation representa-
tion. Users with diverse backgrounds utilize various phrases to represent their titles.
For instance, “programmer” and “software developer” are employed by different users
to refer to the same “software engineer” title. We manually merged some variants.
Ultimately, we have 80 occupation titles. Table II displays 20 representative occupa-
tions. Correspondingly, Figure 3 illustrates the user frequency distribution over these
20 occupations.

4. USER ATTRIBUTES LEARNING MODEL

To mathematically formulate our problem, we first define some notations. In particular,
we use bold capital letters (e.g., X) and bold lowercase letters (e.g., x) to denote matrices
and vectors, respectively. We employ lightface letters (e.g., x) to represent scalars and
Greek letters (e.g., A) as parameters. Unless stated otherwise, all vectors are in column
form.
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Fig. 2. Demonstration of working experiences listed in Linkedin, that is, occupation titles. They are high-
lighted by purple dotted rectangles. Due to the privacy concerns, we concealed some personal information.

Number of Users

~
o
o

(=2}
o
o

a
o
o

300

Number of Users
s
o
o

N
o
o

-
o
o

7 8 9 10 11 12 13 14 15 16 17 18 19 20
Occupation ID

Fig. 3. Illustration of occupation-user distributions in our dataset. The occupation ID is aligned with the
occupation title in Table II. We have 80 occupations, but we do not display them all due to space restrictions.

Assume that we are given N users X = [x1,Xs,...,Xy]7 in the training set and
their corresponding occupation categories Y = [y1,y2,...,ycl € RV*C. Each user is
characterized by V complementary sources from V mobile media platforms. For ex-
ample, the nth user can be represented by x, = [x/,x%,, ..., x7,]7, where x,, € R,
and D, denotes the dimensionality of feature space on the vth source. All the train-

ing samples on the vth source and on all the sources are respectively represented
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as X, = [X1,,Xo,,....Xn]7 € RV*D and X = [X1,Xs,...,X,] € R¥*P where
D = Zz‘)/ﬂ D,. Our objective is to generalize the gMM model from training users to
predict the occupations of other unseen users, given their information from multiple
social media platforms.

We define f¢(x,,) as the probability function of user n falling into the cth occupation
category, estimated based on the vth source. In a vectorwise form, the inference function
of all users for the cth occupation by leveraging the vth source can be stated as

flCJ(XU) =Xvwcv, (1)

where w., € R? is the coefficient vector for source v and task c. The probability for
all users associated with cth occupation is modeled by averaging the prediction results
from all sources,

X =+ Zfﬂ(x,g =3 Zx Weo. 2)

v=1

Based on the above definition, the traditional squared loss function that measures the

empirical error on the training users can be formulated as Zle | ye— % ZUV:1 X, We, |I2.
As reported in Xu et al. [2012], the squared loss usually yields good performance as
the other complex loss functions. We thus adopt the squared loss as the loss function
in our algorithm for simplicity and efficiency.

To boost the occupation inference performance, besides the loss function, we simul-
taneously consider these three assumptions:

—Source Consistency. We assume that the heterogeneous social media platforms of
the same users characterize their behaviors from multiple views but should consis-
tently reflect the same occupation type. Mathematically, £¢(X,) should be the same
or very close with £$(X,), for u # v.

—Graph-Regularized Relatedness. 1t is reasonable to assume that some of the
occupations are often more closely related and more likely to share common relevant
input features than other occupations. We assume that occupations are related in a
complex manner in the form of a graph. It is noteworthy that tree and some other
basic structures are the special cases of graph structure. The graph structure can be
built based on the external and internal prior knowledge.

—Feature Selection. Feature sparsity is another reasonable assumption since only
a small fraction of features are associated with their corresponding occupations.
Feature selection using the ¢; penalty (also referred to as 1-norm or Lasso penalty)
has been shown to perform well when there are spurious features mixed with relevant
features, which enforces many parameters being zeros and the parameter vector
is thus sparse. Lasso and its advanced variants, such as fused lasso, should be
considered to select discriminative features.

By jointly considering these assumptions, the objective function ®(w.,) of occupation
inference can be formulated as

1 14
_E qucv
= v v=1

14 c v
B Y T Y N Wer—Weu 10 ) D> Weu 1 (3)

e=(c,c')e€ v=1 c=1 v=1

Vv Vv

C
ZZ Z | Xvwcu - ’wcv’ ”2
=1 v=1v'#v

Wey
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s 2

y: — é;x Wit

min — E
Wit

S
t=1 s=1 s'#s

S T
B > Yy N Wa—We iy Y Wy 1. 4)

<t,t'>e€ s=1 t=1 s=1

The first term is the widely adopted least-squares loss function; the second term con-
trols the source consistency; the third one implements the graph-guided fused lasso for
multi-task classification that exploits the graph structure over the output variables;
while the last term controls the sparsity. » and 8 are parameters that respectively reg-
ularize the disagreement of heterogeneous sources for the same task and differences
between related tasks on the same source. i is a parameter that regulates the strength
of the ¢1-norm regularization on the multi-source multi-task learning function.

Graph construction is the key to our proposed graph-guided fused lasso penalty. In
the desired graph, each node represents one task or occupation, and each edge connects
two nodes with its weight indicating the strength of correlation between two nodes. Two
tasks connected by an edge with a high weight tend to be influenced by the same set of
features. To construct the graph, we leveraged two kinds of prior knowledge encoded
in external and internal resources. For the external resource, we exploited the web
information indexed by Google. In particular, we treated each occupation title as a query
and submitted it to the Google Search Engine. We collected the top 20 webpages for
each occupation and then utilized the BoilerPipe tool!! to extract the clean content from
the pages. The similarities between pairwise occupations was estimated by computing
the corresponding pairwise document similarities. In addition to the external resource,
we also explored the internal knowledge embedded in our collected dataset. To be more
specific, we measured the co-occurrence in users’ Linkedin profiles in our dataset. For
the given occupation c and ¢’, let us denote U, and U, as the sets of Linkedin profiles that
respectively contain occupations ¢ and ¢'. Inspired by the Jaccard coefficient [Lee et al.

2013], the relationship between these two occupations can be estimated by }Z"’ 8 Z } For

pairwise occupations, their ultimate relationship was calculated by linearly averaging
the similarity scores on the external and internal resources. We utilized R to denote
the adjacency matrix of occupations, with its entry r.. representing the relatedness
between occupation ¢ and ¢’. To avoid the commonly seen occupations overwhelming
the non-commonly seen ones, we symetrically normalized R as D‘%RD‘%, where D is
a diagonal matrix whose (i, i)-th element is the sum of the ith row of R.

5. OPTIMIZATION

Our objective function ®(w.,) is convex, but the last two terms are non-smooth. Let us
denote the last two terms as Vy(w,,). We have

“IJO(WCU)—,B Z Teer Z ” Wey — Wery ”1 +MZZ ” Wey ”1

e=(c,c)e€ c=1 v=1
=B WH |1 +M||W||1=|| WB |1, (5)

where B = [BH, uI] € RE*CHED and £ is the gTaph ed%:e set; W is a block matrix,
W = [wi, wo,...,wc] € RP*C and w, = [w]}, w], . H € R¢*¢l ig a variant

Hhttps://code.google.com/p/boilerpipe/.
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vertex-edge incident matrix defined as follows:

Tee' ife=(c,¢’)and i =c¢;
H,={-r1¢ ife=(c,c)andi=c] (6)
0 otherwise.

Since the dual norm of the entrywise matrix £, norm is the ¢; norm,'? we can further
restate the overall penalty in Equation (5) as:

Yo(we,) = || WB |1 = Hﬂaxl tr(ATWB), (7)
where || - || is the matrix entrywise ¢, norm, defined as the maximum absolute value

of all entries in the matrix, A € P = {A|||A]l« < 1, A € RP*(CHED} g an auxiliary matrix
associated with || WB |1, and #r(-) is the trace of a matrix.

The formulation in Equation (7) is still a non-smooth function with respect to wy,,
which leads to a tough challenge for the optimization. Towards this end, we construct
an approximation of Equation (7) with manageable errors. In particular, we define
v, (we,) as

\ij(wcv) = \IJO(WCU) + g I A ”%‘ (8
Let ¢ denote the approximation error. We then have
€ =W, (we,) = Wo(we) = = [ A I} )
4 2
< max = ||A (10)
ax, g 1Al
- ng<c+|6|). (11)

We hence set the parameter y as ﬁil&) to control the errors and to achieve the best

convergence rate. In this work, we utilize ¥, (w,,) to approximate Wo(w¢,).
By taking the derivative of W, (w,,) over A and setting it to zero, we can derive

A= % We then apply A to P, and we reach the optimal solution of A,

WB
A* = F(—) (12)
4
where I' is a mapping function. It projects any x € R into
1 ifx>1,
l"(x):{x if -1 <x<1,
-1 ifx <-—1.

For a given matrix A, I'(A) is defined as applying I' on each of the entries in A.

V¥, (w.,) is a convex and continuously differentiable function with respect to w,, for
any y > 0. We treat ¥, (w,,) as a smooth approximation of Wy(w,,). In particular, we
have

W, (we,)  0tr(A*"WB)  9tr(WBA*")
BWCU o awcu N aWCU .

(13)

2https://wiki.sfu.ca/personal/aoberman/index.php/Norms_and_dual_norms.
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Let us denote Q = BA*T, where Q = [qi.qs2,....qc]? € RC* and q. =

[chl, qCTz, e qCTV]T. We then can restate the above formulations as
arewQ’) 8tr(Zc 1weql) 8tr(wcqc )
8ch awcv awcv
B atr(ql we) B 8tr(ZX:1 ql,we,)
- 0Wey N OWey
T
= Qcy-

(14)

Taking the derivative of our objective function ®(w,,) in Equation (4) over w,,, we
obtain

3d(we,) 1oy T T
BWCU VX ( ZX Wey — YC> + kX ;(X vyWey — Xv’wcv') + q.,- (15)

By rearranging the term orders of Equation (15), we arrive at

1 T T 1 T T 1 T
X yc—qcu:{ﬁxv X, + MV = DX[X, Wy + (775 = 1) X ;Xw (16)

To facilitate the optimization analysis, we define some notations and rewrite Equa-
tion (16) in the following form:

Lw, = t°. 17
The above formulation is equivalent to the following linear system:
L1 Lig Lig --- Lay We1 t]
Lo; Loy Lgs --- Loy Weo t;
Ls1 Lsp Lgg - Lgy Wes | = | t5 | (18)
Ly; Lys Lys --- Lyy Wy t5,

where each involved element is defined as
t¢ _ le ch
L, = VZXTX + AV — 1)XTXU, (19)
Luv’ - (V2 - )»)Xvar

L is a positive definite matrix and hence it is invertible [Song et al. 2015a, 2015b; Nie
et al. 2015, 2016]. We can hence derive the closed-form solution of w,,

w, = L1t (20)

We iteratively calculate W and A until convergence. The initial values of W is generated
by randomization. In the whole process of our iteration, each step decreases the objec-
tive function value ®(w.,), whose lower bound is zero and therefore the convergence of
our model is guaranteed [Ma et al. 2011].

6. EXPERIMENTS

In this section, we conducted extensive evaluations to thoroughly verify our proposed
model and each of its components.

ACM Transactions on Intelligent Systems and Technology, Vol. 8, No. 3, Article 36, Publication date: April 2017.



36:12 L. Nie et al.

6.1. Experimental Settings

6.1.1. Data Preprocessing. We observed that the textual part of our dataset is of varying
quality. Some users may write meaningless tips at their check-in venues, and some
suspicious users may leave spams in Twitter. Before feature extraction, we performed
the following pre-processing steps on the textual parts to filter the noise and reduce
the feature space:

(1) We converted all uppercase letters to lowercase ones, and all slang words to syn-
onyms based on the external dictionary to reduce the number of possible terms;

(2) We eliminated texts with phone numbers or email addresses since they are gener-
ally spams;

(83) We removed all the non-alphanumeric characters to filter out the meaningless
numbers;

(4) We removed stop words and those terms with frequencies less than five.

6.1.2. Evaluation Metrics. For the task of user occupation inference, precision is of more
importance as compared to recall. We thus validated our model via two widely accepted
metrics that are able to capture precisions from different aspects. The first one is
average S@K over all testing users. S@K measures the probability of finding a correct
occupation title among the top K predicted ones. To be more specific, for each testing
user, S@K is assigned to be 1 if a correct occupation is ranked in the top K positions
and 0 otherwise. The second one is average P@K. P@K stands for the proportion of
recommended occupations that are true. P@K is defined as

ICNT]|

P@K = ,
IC]

(21)

where C is a set of the top K predicted occupations and 7 is the set of true ones based
on the ground truth.

6.1.3. Data Partition for Training and Testing. Considering the small size of our constructed
dataset, the experimental results reported in this article were based on 10-fold cross-
validation. In particular, we broke data into 10 sets of size 318 users per set. We trained
our model on nine sets and tested it on one set each time. We repeated this process
10 times and took a mean accuracy as the ultimate result.

6.2. Feature Extraction

6.2.1. Textual Features for Twitter and Foursquare. After textual data preprocessing, we
extracted and normalized the following features:

—User Topics. According to our observation, users may have higher probabilities of
talking about topics related to their occupations. This motivates us to explore the
topic distributions of users’ social posts to characterize their occupations. For each
user, we merged his/her tweets (Foursquare tips) into one document to represent the
Twitter (Foursquare) source. We generated topic distributions using Latent Dirichlet
Allocation [Blei et al. 2003], which has been widely found to be useful in latent topic
modeling [Ji et al. 2015; Zhao et al. 2014]. Based on the metric of perplexity [Li
et al. 2010] that is frequently utilized to find the optimal number of hidden topics,
we ultimately obtained 50- and 30-dimensional (50D and 30D) topic-level features
over users’ tweets in Twitter and tips in Foursquare, respectively.

—Linguistic Inquiry and Word Count features (LIWC). LIWC is widely used
to analyze the psycho-linguistic transparent lexicon. It plays an important role in
predicting users’ personality and careers [Lee et al. 2015]. The main component of
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LIWC is a directory that contains the mapping from words to 72 categories.'® Given a
document, LIWC computes the percentage of words in each category and represents
it as a vector of 72 dimensions.

—Heuristically Inferred Features. Inspired by Farseev et al. [2015], we extracted
some heuristically inferred features. First, we counted the number of URLs, number
of hash tags, and number of user mentions, since these features are correlated with
users’ social network activity level and can thus indicate users’ occupation types.
Second, we counted the number of slang words, number of emotion words,'* and
number of emoticons and computed an average sentiment score. These features can
be good signals of user personality traits, which in turn are occupation dependent.
Third, we computed some writing behavior style features, including “number of re-
peated characters” in words, “number of misspellings,” and “number of unknown to
the spell checker words,” which are often reflected by users’ occupations. In this way,
we extracted 14D features.

6.2.2. Semantic Location Features for Foursquare. Besides the topic features extracted
from the tips, we also extracted the semantic location features for the source of
Foursquare. In particular, we utilized two attributes related to the check-in behaviors.
First, we collected the well-structured and hierarchically organized venue categories of
Foursquare.'® Each Foursquare venue is mapped to one or more categories depending
on its social function. Second, users visit venues at different times, which shows the
temporal dimensions related to users’ behaviors. To explore the semantics of spatial
and temporal information, we represent each user by a weighted vector, where each
dimension represents a visit to a particular venue category at a particular time period.
In total, we utilized 423 leaf categories and the eight different time periods, which are
{morning (5am-11lam), afternoon (12pm—18pm), evening (19pm-23pm), night (12am—
4am)} x {weekday, weekend}.

6.2.3. Visual Features for Instagram. To represent the content of each image, we extracted
the following features:

—Local Features. We used the difference of Gaussians to detect keypoints in each
image and extracted their SIFT (Scale-Invariant Feature Transform) descriptors. By
building a visual codebook of size 1,000 based on k-means, we obtained a 1,000D
bag-of-visual-words histogram for each image [Ji et al. 2013].

—Global Features. We further extracted 428D global visual features, including 225D
blockwise color moments based on 5 x 5 fixed partition of the image, 128D wavelet
texture, and 75D edge direction histogram [Nie et al. 2012].

In summary, we extracted 136D, 547D, and 1,428D features for each given user from
their Twitter, Foursquare, and Instagram sources, respectively. We fed the features
into our model for validation.®

6.3. Overall Model Evaluation

To demonstrate the effectiveness of our proposed user attributes learning model, we
comparatively verified the following state-of-the-arts competitors:

Bhttp://www.liwe.net/.

Mywww.sentiwordnet.isti.cnr.it.

5https://developer.foursquare.com/categorytree.

16 Actually, we also investigated some other possible features, such as some n-grams and part-of-speech tags,
but these features do not have strong relation with occupation inference, and hence a detailed description
and evaluation of such features are omitted in this article.
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Table Ill. Performance Comparison among Various Models for Occupation Inference from Multiple
Social Media Platforms. The Performance Is Measured in Terms of S@K and P@K (%)

Models [ S@1 | S@2 | S@e3 | S@e4 | sS@5 | Pel | P@2 | P@3 | P@4 | P@5 |
SVM 41.04 | 56.26 | 66.29 | 72.67 | 75.38 || 41.04 | 28.13 | 22.10 | 18.17 | 15.08
GLR 46.73 | 60.53 | 69.81 | 75.97 | 77.26 | 46.73 | 30.27 | 23.27 | 18.99 | 15.45
MSIF 50.31 | 63.46 | 72.33 | 79.18 | 82.30 || 50.31 | 31.73 | 24.11 | 19.80 | 16.46
MTL 51.29 | 65.09 | 73.58 | 78.58 | 81.76 | 51.29 | 32.55 | 24.53 | 19.65 | 16.35
regMVMT || 55.97 | 68.84 | 77.92 | 85.19 | 88.02 | 55.97 | 3442 | 25.97 | 21.30 | 17.60
gMM 60.50 | 72.58 | 82.04 | 88.46 | 92.77 | 60.50 | 36.29 | 27.35 | 22.11 | 18.55

(1) SVM: SVM is a typical mono-source mono-task learning model [Chang and Lin
2011]. We concatenated all the features from multiple sources into a single vector
and trained each task separately. With the assist of LIBSVM (A Library for Support
Vector Machines),!” we chose radial-basis as our kernel function.

(2) GLR: The Group Lasso Regularization method [Chapelle et al. 2014; Meier et al.
2008] is an ¢y 1-norm penalty for group feature selection %HXW - Y||%, + p||W||%, +
o ||W/|l2.1. This model encodes the group sparsity but fails to take the task related-
ness and source relatedness into account.

(8) MSIF: The authors in Huang et al. [2014] proposed a Multi-Source Integration
Framework to infer users’ occupation from their social activities recorded in the
social sites, which combines both content model and network model. As reported
in Huang et al. [2014], this work outperforms most of the prevailing occupation
inference approaches. That is why we did not selected others as competitors.

(4) MTL: As a typical example of the traditional multi-task learning model, the work
in Zhang and Yeung [2010] aims to automatically capture and model the task
relatedness. It is formulated as %HXW — YII% +v|WQIWT II% + QIIWII%‘. The code

for this model is available here.!®

(5) regMVMT: A semi-supervised inductive multi-view multi-task learning model in-
troduced in Zhang and Huan [2012]. As reported in Zhang and Huan [2012], this
model regulates both the source consistency and the task relatedness. However, it
simply assumes and characterizes the uniform relatedness among tasks.

(6) gMM: Our proposed graph-guided multi-task multi-source learning model.

We can see that the selected competitors are very comprehensive, including mono-
source mono-task learning, group lasso regularization, multi-task learning, multi-
source learning, as well as multi-source multi-task learning. For each method
mentioned above, the involved parameters were carefully tuned with 5-fold cross
validation in the training data between 1072 and 102, and the parameters with the
best performance with respect to P@5 were used to report the final results.

The comparison results of various models for occupation inference from multiple
social media sources are shown in Table III. Experimental results are measured by
P@K and S@K, respectively. From this table, we have some observations: (1) SVM
achieves the worst performance. One possible reason may be the insufficient positive
training samples for certain occupation titles. For instance, only 18 positive training
samples are available for the occupation “musician.” (2) GLR is slightly better than
SVM but still worse than others. In this model, the weights of each feature over all
tasks are grouped using the ¢5 norm, and all features are further grouped using the
¢1 norm. This model thus tends to select features based on the strength of the feature
over all tasks. Its result confirms that some features have little description power for

1Thttp://www.csie.ntu.edu.tw/~cjlin/libsvm.
18http://www.comp.hkbu.edu.hk/~yuzhang/codes/MTRL.zip.
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Table IV. The P-Value of Pairwise Significance Test between Our Proposed gMM Model
and Each of the Baselines. We Can See That All the P-Values Are Significantly Smaller
Than 0.05, and They Indicate That the Differences Are Significant

Metrics
p-value over S@5 p-value over P@5

Pairwise Significance Tes

gM M VS. SVM 2.82F-05 1.79E-03
gMM VS. GLR 5.32E-04 1.03E-03
gMM VS. MSIF 6.80E£-03 5.31E-02
gMMVS. MTL 1.28E-03 4.08E-02
gMM VS. regMV MT 1.05F-03 2.07E-02

all the tasks and hence feature selection is necessary. (3) MSIF and MTL show their
superiors to SVM and GLR. The reason may be that they either explicitly consider the
source fusion or consider the task relatedness. Appropriate source fusion can enhance
user characterization, and multiple task learning can effectively increase the number
of samples by learning multiple related tasks simultaneously. (4) regMVMT outper-
forms all the competitors, except gM M. This is because it jointly regularizes the task
relatedness and source fusion. However, it restricts the relatedness among tasks in a
uniform way without considering prior knowledge. Moreover, it is unable to select dis-
criminative task-specific and task-sharing features. As an extension of regMVMT, our
proposed gM M has well resolved these issues by leveraging the graph-guided fused
lasso penalty. That is why it achieves the best performance consistently in terms of
S@K and P@K at different depths. And (5) the performance in terms of S@1 and P@1
is as high as 60.50%, which means that for up to 60% of users, our model can precisely
infer their occupations if our model only predicted one occupation for each user only.
Meanwhile, the value of S@5 almost ensures that at leat one occupation is correct
among the top five predicted ones.

We also conducted the analysis of variance based on S@5 and P@5, respectively. To
be more specific, we performed a pairwise ¢-test between our proposed gM M model and
each of the competitors based on 10-fold cross-validation results in terms of S@5 and
P@5. The results are summarized in Table IV. It can be observed that all the p-values
are much smaller than 0.05, which shows that the improvements of our proposed model
over other baselines are statistically significant.

6.4. Component-wise Analysis

To examine how effective each component is in the proposed gM M model, we carried
out experiments to compare the performance of the following methods. In fact, these
methods can be deduced from our gM M model by excluding some terms:

(1) SLF: The Squared Loss Function can be derived by setting A, 8, and i to be zero,
respectively. In this case, we do not consider both the source relatedness and task
relatedness.

(2) MSL: The Multi-Source Learning model can be obtained by setting 8 as zero. In
such a case, the graph-guided fused lasso is not considered.

(3) MTLg: The Multi-Task Learning model with graph-guided penalty is a special case
of our proposed gMM model by setting A to be zero [Chen et al. 2010]. In such a
context, the source relatedness is not taken into consideration.

(4) gMM: Our proposed multi-source learning model with the graph-guided fused lasso
penalty.

The results of component-wise analysis are summarized in Table V. From this table,
the following observations can be made: (1) SLF is the most unsatisfactory method,

ACM Transactions on Intelligent Systems and Technology, Vol. 8, No. 3, Article 36, Publication date: April 2017.



36:16 L. Nie et al.

Table V. Experimental Results of Component-Wise Analysis. The Experimental Results Are Measured
by S@K and P@K, Respectively (%)

Components | S@1 | S@2 | S@3 | Se4 [ S@5 [ Pel | P@2 | P@3 | P@4 | P@5 |

SLF 39.53 | 56.79 | 63.27 | 68.05 | 71.04 || 39.53 | 28.40 | 21.09 | 17.01 | 14.21
MSL 52.67 | 64.06 | 73.84 | 80.72 | 84.91 || 52.67 | 32.03 | 24.61 | 20.18 | 16.98
MTLg 54.09 | 67.61 | 75.60 | 82.23 | 87.45 | 54.09 | 33.81 | 25.20 | 20.56 | 17.49
gsMM 60.50 | 7258 | 82.04 | 88.46 | 92.77 || 60.50 | 36.29 | 27.35 | 22.11 | 18.55

Table VI. Experimental Results of Source Combination Evaluation. The Experimental Results Are Measured
by S@K and P@K, Respectively (%). The Last Column Displays the Results of Pairwise Significance
Test between the Model Leveraging All Three Sources and Those Only Leveraging Parts
of Them (Based on 10-Fold Cross-Validation Results in Terms of P@5.)

Source Combination H S@1 ‘ S@3 S@5 P@1 ‘ P@3 H P@5 H p-value
Twitter 5755 | 79.34 | 90.72 | 5755 | 26.45 18.14 || 1.06E-02
Instagram 35.50 | 56.98 | 63.27 | 35.50 | 18.99 12.65 || 4.26E-06
Foursquare 41.86 | 62.80 | 70.60 | 41.86 | 20.93 14.12 | 3.41E-05
Twitter + Instagram 58.02 | 79.91 | 81.60 | 58.02 | 26.64 || 16.32 | 1.87E-02
Twitter + Foursquare 59.03 | 80.91 | 91.82 | 59.03 | 26.97 18.36 || 2.45E-02
Instagram + Foursquare 48.05 | 68.62 | 74.53 | 48.05 | 22.87 14.91 | 8.26E-04
Twitter + Instagram + Foursquare || 60.50 | 82.04 | 92.77 | 60.50 | 27.35 || 18.55 -

whose result is even worse than that of SVM, as shown in Table III. This may be
caused by three facts. First, the model of SLF does not support the function of sparsity
or complexity control, and hence it is easy to overfit. Second, it neither explores the
structural relatedness among tasks, nor considers the agreement among sources. Third,
it is unable to select descriptive features. The comparative results imply that feature
selection, multi-source learning, and multi-task learning are of vital importance for
user attributes learning. (2) The performance of MSL is much better than SLF, but
it is less promising as compared to that of MTLg. This demonstrates that the graph-
guided fused lasso penalty holds more encouraging effects than that of multi-source
fusion. The main reason may be that our dataset is not very large, and MTLg enables
the training samples sharing among closely related tasks, which greatly alleviates the
problem of insufficient training samples. (3) Jointly analyzing Tables III and V, we
can see that MTLg performs better than the conventional MTL. The possible reason
is that, besides task relatedness modeling, the former also plays a role in feature
selection. And (4) our proposed gM M seamlessly sews all these components and stably
works best. We also conducted the the pairwise significance test between gMM and
each of its components. All the p-values are smaller than 0.05, which shows that the
improvements boosted by gM M are statistically significant.

6.5. Source Integration

We believe that the discriminative capabilities for individual source or source combina-
tions vary significantly. We thus conducted experiments to study the representativeness
of individual sources and various source combinations for user occupation inferences.
Table VI comparatively displays the experimental results. Notably, when learning on
individual sources, our proposed gMM model degenerates into a multi-task learning
model with the graph-guided penalty, which only considers the task relatedness and
feature selection. It is intuitive that feeding our model with all three sources obtains
the best results. Meanwhile, we noticed that the model trained on individual Twitter is
effectively ahead of that trained on individual Foursquare and Instagram, respectively.
This reveals that the Twitter source is much more informative in the user representa-
tion. One reason may be that the users in our dataset are very active in Twitter, and
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the data crawled from Twitter are hence very intensive. We also observed that in the
bi-source combinations, the integration of Twitter and Foursquare outperforms others
but is still suboptimal as compared to the tri-source combination. This tells us that the
visual information from Instagram is a positive added value. From the last column of
Table VI, it can be seen that the model leveraging all the three sources is statistically
better than those leveraging only parts of them.

6.6. Parameter Tuning

Our model holds three key parameters as shown in Equation (4). The optimal values
of these parameters were carefully tuned with 5-fold cross-validation in the training
data. In particular, based on the 10-fold cross-validation, we have around 2,862 users
during each training round. We performed 5-fold cross-validation on the 2,862 users
to learn the optimal parameters by grid search strategy between 10~2 and 10? with
small but adaptive step size. The step sizes were 0.01, 0.05, 1, and 5 for the range of
[0.01, 0.1], [0.1, 1], [1,10], and [10,100], respectively. The parameters corresponding to
the best p@5 were used to report the final results. For other competitors, the procedures
to tune the parameters are analogous to ensure fair comparison.

6.7. Computational Analysis

In the training process, the computational complexity comes from three parts: (1) graph
construction and normalization, O(C?); (2) calculation of A and W, O(D x (C + |£])) and
O(D? + C D?), respectively; and (3) the alternative iteration between A and W, p times.
Therefore, C, D, |£|, and p respectively refer to the number of occupation titles studied
in our work, the feature dimensions extracted from all the sources, number of edges in
the constructed graph, and iteration times. Hence, the overall time complexity scales
as O(C3 + p(D? + CD? + CD + D|&))). Usually, D is much larger than C, and the final
complexity can be thus restated as O(pD?). In our work, C is 80, Dis 2, 111, and pis in
the order of hundreds. The process can be completed in less than 10s excluding feature
extraction over a computer equipped with a 3.4GHZ CPU (Central Processing Unit)
with 16GB RAM (Random Access Memory). Therefore, our model has a large potential
to be applied to other web-scale or real-time applications.

7. CONCLUSION AND FUTURE WORK

This article has presented a novel model for user attributes learning from multiple mo-
bile social media platforms. This model seamlessly sews complementary information
from heterecious sources and regularizes the inter-task relatedness with the graph-
guided penalty. In addition, it also jointly learns the task-sharing and task-specific
features via lasso and graph-guided fused lasso. The graph-structure is constructed by
leveraging the external and internal knowledge. We relaxed the non-smooth objective
function to a smooth one and derived its optimization process. To validate our proposed
model, we crawled ground truth, short texts, check-ins, and images from four prevail-
ing sources, namely Linkedin, Twitter, Foursquare, and Instagram. Representative
features were extracted from these sources to characterize users from various views.
Extensive experiments on this dataset show the priority of our model to the baselines.
It is worth mentioning that our model is flexible to incorporate more sources and it is
applicable to infer other attributes beyond occupations.

In future, we will extend our model from two angles. First, in the current model, we
do not consider the contribution confidences of various sources. We plan to adaptively
learn the source weights. Second, we will rebuild our model to automatically learn the
penalty structure.
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